Anatomy of a Domain of
Continuous Random Variables 11

Michael Mislove

Department of Computer Science
Tulane University
New Orleans, LA 70118
mislove@tulane.edu

Abstract. In this paper we conclude a two-part analysis of recent work
of Jean Goubault-Larrecq and Daniele Varacca, who devised a model
of continuous random variables over bounded complete domains. Their
presentation leaves out many details, and also misses some motivations
for their construction. In this and a related paper we attempt to fill in
some of these details, and in the process, we discover a flaw in the model
they built.

Our earlier paper showed how to construct @Prob(A*), the bounded
complete algebraic domain of thin probability measures over A, the
monoid of finite and infinite words over a finite alphabet A. In this second
paper, we apply our earlier results to construct © RV = (D), the bounded
complete domain of continuous random variables defined on supports
of thin probability measures on A* with values in a bounded complete
domain D, and we show D — @RV s (D) is the object map of a monad.
In the case A = {0, 1}, our construction yields the domain of continuous
random variables over bounded complete domains devised by Goubault-
Larrecq and Varacca. However, we also show that the Kleisli extension
h': ©RVax (D) — ORV(E) of a Scott-continuous map h: D — E is not
Scott continuous, so the construction does not yield a monad on BCD,
the category of bounded complete domains and Scott-continuous maps.
We leave the question of whether the construction can be rescued as an
open problem.
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1 Introduction

Domain theory is fundamental for building computational models. Its use
dates to Dana Scott’s first models of the untyped lambda calculus, and
the applications of domains have now spread well beyond the early focus
on programming semantics. One of the seminal advances of the work in
semantics was Abramsky’s use of Stone Duality [1] to tailor a logic to fit
precisely any domain constructed using basic components and adhering
to Moggi’s monadic approach to building models [21].



While there is a broad range of computational effects that fall un-
der this approach, one monad that has caused continuing problems is
the probabilistic power domain. First explored by Saheb-Djarhomi [23],
the Borel probability measures on an underlying domain can be ordered
pointwise as valuation maps from the Scott-open sets to the reals. This
forms the object level of a free construction over the category DCPO of
directed complete partial orders, but it suffers from two flaws: (i) The
probabilistic power domain does not satisfy a distributive law with re-
spect to any of the three nondeterminism monads over domains, so Beck’s
Theorem [3] implies the composition of the probabilistic power domain
and any of the nondeterminism domains is not a monad. Second, there
there is no Cartesian closed category of domains — dcpos that satisfy the
usual approximation assumption — that is known to be invariant under
this construct. The best that is known is that the category of coherent
domains is invariant under the probabilistic choice monad [15], but this
category is not Cartesian closed.

To address the first flaw, Varacca and Winskel [25, 26] explored weak-
ening the laws of probabilistic choice, and discovered three monads for
probabilistic choice based on weakened laws: (i) p < p+,p; (ii) p > p+,p;
and finally (iii) no relation assumed between p and p +, p (where p +, ¢
denotes choosing p with probability » and choosing ¢ with probability
1 —r, for 0 < r < 1). They called these constructions indezed valuation
monads, and each of them enjoys a distributive law with respect to the
monads for nondeterminism.

This author took this work a bit further, showing in [18] that one
could use one of the indexed valuation models to define a monad of finite
random variables over either the domain RB or the domain FS, the latter
of which is a maximal CCC of domains, and both of which are closed
under all three nondeterminism monads. More recently, Goubault-Larrecq
and Varacca attempted to extend this line of work to show that there
is a monad of continuous random variables over the CCC of bounded
complete domains [10]. The category BCD of bounded complete domains
is more general than Scott domains, the objects used by Dana Scott in
devising the first model of the untyped lambda calculus [24]. While BCD
is a CCC, it is not closed under the convex power domain monad, and
it is not a maximal CCC. The work of Goubault-Larrecq and Varacca
inspired the work in this paper and in the earlier one on this subject [20].



1.1 The model of Goubault-Larrecq and Varacca

The model of continuous random variables devised by Goubault-Larrecq
and Varacca [10] restricts probability measures to one particular do-
main C, which we call the Cantor fan, and models probabilistic choice
on an arbitrary domain D as the family of (Scott) continuous maps
f: suppp — D, where p € Prob(C). To start, the Cantor fan is the
ideal completion C of the rooted full binary tree, where the latter admits
the partial order in which the root is the least element, and node m is
below node n iff the path from the root to n passes through m. This
makes C a Scott domain whose space of maximal elements is homeomor-
phic to the middle-third Cantor subset of the unit interval. In addition
to its usual convex structure, the domain Prob(C) of probability mea-
sures over C admits a binary probabilistic choice operator in the spirit
of Varacca’s Hoare indexed valuations, so that p < p +, p holds for each
p € C. The definition of +, relies on the concatenation operator on C,
regarding C as the family of finite and infinite words over {0,1}. Since
concatenation -: C x C — C is not monotone, let alone Scott continuous,
Goubault-Larrecq and Varacca restrict their model to contain only those
measures ;1 € Prob(C) whose support (in the Lawson topology) is an an-
tichain, since such measures have the property that concatenation defines
a Scott continuous operation on the sets on which they are concentrated.
So the model is the family

ORV(D) = {(u, ) € Prob(C) x [supp i — D] | supp i is an antichain}.

(Here © stands for “thin”, a term adopted by Goubault-Larrecq and
Varacca.) They claim that ©RV(D) forms a monad over BCD; the monad
laws are displayed explicitly in [10], but the definition of the lift of a
Scott-continuous map ¢: D — RV(E) to ¢*: RV(D) — RV(E) leaves
a lot to the reader to unravel. In fact, we have identified a flaw in that
claim that can be traced to the concatenation operator.

1.2 Our contribution

In this and a preceding paper [20], we clarify the construction devised
by Goubault-Larrecq and Varacca. We use an example from probabilistic
automata to motivate the order used by Goubault-Larrecq and Varacca.
The paper [20] is devoted to understanding the construction of the thin
measures over C; this requires a completely different presentation from the
one given in [10]. Goubault-Larrecq and Varacca impose the restriction



that the only simple measures — affine combinations of finitely many point
masses — in @RV(D) are those supported on antichains, and then define
ORV(D) to be the least subset of Prob(C) x [supp 4 — D] containing these
measures in the first component, and closed under directed suprema; in
effect, they are giving a basis for the allowable measures, and capturing
the rest by taking directed suprema. The alternative approach in [20]
shows their definition is the same thing as defining thin measures in the
model to be those that are supported on Lawson-closed antichains, using
Stone duality to prove this result. OQur results allow one to account for
all measures in the model as having the form m4(u) where A C C is a
Lawson-closed subset and p is a probability measure that is supported on
a Lawson-closed subset of Max(C), the Cantor set of maximal elements
of C. We completed this analysis by showing the order arises naturally
on probabilistic automata. Our results in this paper and in [20] also are
broader than those of [10], since they hold for A% for an arbitrary finite
alphabet A, whereas Goubault-Larrecq and Varacca restrict themselves
to the case A = {0,1}.

In this paper we complete our reconstruction and analysis of the con-
tinuous random variable model of Goubault-Larrecq and Varacca. Using
the results from [20], we define the model of continuous random variables
in a fashion similar to that in [10], but we present the complete structure,
rather than having to appeal to a completion within a larger domain.
This approach also allows us to examine the construction of constituents
of the monad, and in particular, the Kleisli extension, in a more acces-
sible way than is given in [10]. We verify that the monad laws hold, but
we also show that the Kleisli extension of a Scott-continuous map is not
Scott-continuous — in fact, it’s not even monotone. This means that the
construction yields a monad, but one that does not leave any category of
domains and Scott-continuous maps invariant. We leave open the ques-
tion whether this approach can be rescued to obtain a monad on BCD or
any other category of domains.

1.3 The plan of the paper

In the next section, we review some background material from domain
theory and the other areas we need. The latter includes a version of Stone
duality, a result about the probability measure monad on the category
of compact Hausdorff spaces and continuous maps, as well as some re-
sults from [20] on Lawson-closed antichains in A* for a finite alphabet
A. Section 3 summarizes the main results from [20], starting with the
motivating example that informs the order we use to define our model



of thin probability measures. The next section constitutes the main part
of the paper, where we develop the family of continuous random vari-
ables over thin probability measures on A, for any finite alphabet A.
We show this family is a bounded complete domain. We also show our
construct defines the object map of a monad, but, as commented above,
the Kleisli extension of a Scott-continuous map is not Scott continuous,
so it is unclear exactly what the right category for this monad is. Finally,
we show that our results are the same as those of Goubault-Larrecq and
Varacca in case A = {0,1}, which implies the flaw we have detected ap-
plies equally to their construction. In Section 5 we summarize our results
and pose some questions for future research.

2 Background

In this section we present the background material we need for our main
results.

2.1 Domains

The basis for our results rely fundamentally on domain theory. Most of
the results that we quote below can be found in [2] or [7]; we give specific
references for those that are not found there.

To start, a poset is a partially ordered set. Antichains play a major
role in our development: a subset A C P of a poset is an antichain if any
two distinct elements in A are incomparable in the order.

A poset is directed complete if each of its directed subsets has a least
upper bound; here a subset S is directed if each finite subset of S has an
upper bound in S. A directed complete partial order is called a depo. The
relevant maps between dcpos are the monotone maps that also preserve
suprema of directed sets; these maps are usually called Scott continuous.

These notions can be presented from a purely topological perspective:
a subset U C P of a poset is Scott open if (i) U =1U ={x € P | (Ju €
U) u < x} is an upper set, and (ii) if supS € U implies SN U # 0
for each directed subset S C P. It is routine to show that the family
of Scott-open sets forms a topology on any poset; this topology satisfies
lz ={y € P|y <2} ={z} is the closure of a point, so the Scott topology
is always Ty, but it is T iff P is a flat poset. A mapping between dcpos
is Scott continuous in the order-theoretic sense iff it is a monotone map
that is continuous with respect to the Scott topologies on its domain and
range. We let DCPO denote the category of dcpos and Scott-continuous
maps; DCPO is a Cartesian closed category.



If Pis a dcpo, and z,y € P, then x approrimates y iff for every
directed set S C P, if y < sup S, then there is some s € S with z < s.
In this case, we write # < y and we let |y = {z € P | v < y}. A
basis for a poset P is a family B C P satisfying [y N B is directed and
y = sup({y N B) for each y € P. A continuous poset is one that has a
basis, and a dcpo P is a domain if P is a continuous dcpo. An element
k € P is compact if © < x, and P is algebraic ift KP ={k € P | k < k}
forms a basis. Domains are sober spaces in the Scott topology.

We let DOM denote that category of domains and Scott continuous
maps; this is a full subcategory of DCPO, but it is not Cartesian closed.
Nevertheless, DOM has several Cartesian closed full subcategories. Two of
particular interest to us are the full subcategory SDOM of Scott domains,
and BCD its continuous analog. Precisely, a domain is bounded complete
if every non-empty subset has a greatest lower bound. An equivalent
statement to the last condition is that every subset with an upper bound
has a least upper bound. Bounded complete domains generalize Scott
domains, which are algebraic domains for which K P is countable and that
also satisfy the property that every non-empty subset has a greatest lower
bound. We let BCD denote the category of bounded complete domains
and Scott-continuous maps.

Ezxample 1. A prototypical example of a Scott domain is the free monoid
A = A*U A¥ of finite and infinite words over a finite alphabet A, where
we use the prefix order on words: s <t € A® iff (Jw € A*) sw = t. Two
words compare iff one is a prefix of the other, and the infimum of any set
of words is their longest common prefix. As a domain, K A = A*, which
is countable since A is finite.

Note that this same reasoning applies to any Scott-closed subset of
A — examples here are the language of a finite state automaton, where
the “alphabet” is the product S x Act of the set of states and the set of
actions.

Domains also have a Hausdorff refinement of the Scott topology which
will play a role in our work. The weak lower topology on P has the sets
of the form if O = P\ 1F as a basis, where F' C P is a finite subset. The
Lawson topology on a domain P is the common refinement of the Scott-
and weak lower topologies on P. This topology has the family

{U\1TF | U Scott open & F C P finite}

as a basis. The Lawson topology on a domain is always Hausdorff.



A domain is coherent if its Lawson topology is compact. We denote the
closure of a subset X C P of a coherent domain in the Lawson topology

by X

Ezample 2. Bounded complete domains are coherent. A basic example of
a bounded complete domain is the unit interval; here x < y iff z = 0
or z < y. The Scott topology on the [0, 1] has open sets [0, 1] together
with Tz = (,1] for z € (0,1]. Since BCD has finite products, [0, 1] is a
domain in the product order, where z < y iff x; < y; for each i; a basis
of Scott-open sets is formed by the sets Tz for x € [0, 1]" (this last is true
in any domain).

The Lawson topology on [0,1] has basic open sets (z,1] \ [y, 1] for
x <y —i.e., sets of the form (x,y) for z < y, which is the usual topology.
Then, the Lawson topology on [0,1]™ is the product topology from the
usual topology on [0, 1].

Since [0, 1] has a least element, the same results apply for any power
of [0, 1], where z < y in [0,1]” iff 2; = 0 for almost all j € J, and z; < y;
for all j € J. Thus, every power of [0, 1] is a bounded complete domain.

A more interesting example of a coherent domain is Prob(D), the
family of probability measures on a coherent domain D, where p < v iff
u(U) < v(U) for every Scott-open subset U C D. For example, Prob(]0, 1])
is a coherent domain. In fact, the category COH of coherent domains
and Scott continuous maps is closed under the application of the functor
Prob [15].

While coherent domains having least elements are closed under arbi-
trary products, the category COH of coherent domains and Scott contin-
uous maps is not Cartesian closed. There is an inclusion of the category of
coherent domains and Lawson continuous monotone maps into the cat-
egory of compact ordered spaces and continuous monotone maps that
is obtained by equipping coherent domains with the Lawson topology.
This is right adjoint to the functor that associates to a compact ordered
space its family of closed order-convex subsets ordered by reverse inclu-
sion, where C' < D iff D C C°. In this case, the Lawson topology is the
topology the family inherits from the Vietoris topology on the family of
compact subsets of the underlying space.

Finally, we need some results related to power domains, the convex
power domain in particular. Details for the following can be found in [19].
For a coherent domain D, the convex power domain consists of the family

Po(D)={XCD|X=]XNTX is Lawson closed}



under the Egli-Milner order:
X<Y iff XClY &Y CHX.
Pc(D) is a coherent domain if D is one, where

X<Y if YCUX)P° & (VozeX)(TyeY)r<y. (1)

3 On Lawson-compact antichains and thin probability
measures over A%

3.1 Lawson-compact antichains in A®°

The following results are from Section 2.2 of [20]. They present some re-
sults about Lawson-closed sets and Lawson-closed antichains in AC(A>)
that we need in developing the model of continuous random variables over
the next two sections.

Lemma 1. If X C A® is a Lawson compact subset of a coherent domain,
then |X is a Scott-closed subset of A°°. Moreover there is a canonical map
mix: A% — | X that is both Scott- and Lawson continuous.

Corollary 1. If X C A% is a Lawson-compact antichain, then there is
a Lawson compact subset’ Y C AY (which is necessarily an antichain) for
which 7T¢X(Y) = X.

Proposition 1. Let A be a finite alphabet. Then X C A is Scott closed
iff Max X is Lawson closed and X = [ (Maz X).

Theorem 1. Let A be a finite alphabet and consider the domain A in
the prefix order. Let

AC(A®) ={X CA® | X = X" is an antichain}.

Then AC(A™®) is a Scott domain that is a subdomain of Pc(A>). In
particular,

1. If X, Y € AC(A®), then X <Y iff ;| x(Y) = X.

2. the supremum of two antichains X,Y € AC(A>) with an upper bound
is given by X VY = Maz(X UY), the set of mazimal elements of their
UNLON.



Proof. The proof that AC(A*) is a sub-dcpo of Po(A%) and that X Vv
Y = Max(X UY) is contained in [20], so only the proof of 1) above is
lacking.

If X <Y € AC(A®), then X C |Y and Y C 1X. This means that
every x € X is below some y € Y, and vice versa, every y € Y is above
some x € X. Since X is an antichain. if z < y € Y, then 7 x(y) = z,
which shows X C 7 x(Y"). Conversely, if y € Y, then there is some z € X
with <y, so again 7 x(y) =2 € X. Thus m x(Y) = X.

For the converse, if 7 x(Y) = X, then € X implies x = 7 x(y) for
some y € Y, so X C Y. On the other hand, if y € Y, then 7 x(y) € X
and y € T x(y). Hence Y C 1X. O

Proposition 4.47 of [19] implies that the Lawson topology on P (A>)
is the same as the topology Pc(A™) inherits from the Vietoris topology
on the family of compact subsets of A°°, when A*° is a coherent domain
endowed with the Lawson topology. This implies that the convergence of
a directed family of Lawson compact antichains from A is the same as
their convergence in the Vietoris topology. The relevance of this to our
work is summarized in the following result.

Theorem 2. Let A be a finite set, and for each n, let m,: A® — AS" =
{s € A* | |s| < n} be the projection onto the set of words of length at
most n. Then , is continuous for each n, where we endow A* and AS"
with either the Scott- or Lawson topologies. Moreover,

1. Fach Lawson-compact antichain X C A% satisfies {m,(X)}, is a
directed family of finite antichains satisfying sup,, m,(X) = X.

2. Conversely, each directed family of finite antichains F, C AS" sat-
isfies sup,, F,, = X is a Lawson compact antichain in A% satisfying
mn(X) = F, for each n.

Some further results We need some additional results about Lawson-
compact antichains in A which are not in [20].

Proposition 2. Let X € AC(A*) be a Lawson-compact antichain in
A, Then:

1. X is a bounded complete domain.
2. The relative Lawson- and Scott topologies on X from | X are the same.

Proof. For 1, Proposition 1 implies | X is a Scott-closed subset of A*,
and Scott-closed subset of a bounded complete domain is another such:



if s € X, then |s C | X, so |X is continuous, and if § # S C | X, then
infge S € |X.

For 2, the Lawson topology refines the Scott topology, so we only need
to show that each relatively-open subset of X in the Lawson topology is
relatively Scott open. A basic open subset of X in the relative Lawson
topology has the form X N (U \ 1F), where U C | X is Scott open, and
F C | X is finite. In fact, we may assume U = s for some finite word
s € A*, since A® is algebraic. Then, for each ¢t € F, if t and s have an
upper bound, then they must compare, and assuming ts \ TF # ), we
conclude that s < t. If x € XNTs\1TF, then s <z and t £ z for allt € F.
But then we can find s’ € A* with s < ¢’ <z and s £t forallt € F
since F' is finite. Then 2 € X N1s’ C s\ 1F, and X N 15 is relatively
Scott open. O

Remark 1. Let X € AC(A®) and let D be a bounded complete domain.
Then

1. Part 1 implies [[X — D] is a bounded complete domain, since BCD
is Cartesian closed.

2. Part 2 implies f: X — D is continuous from the relative Scott topol-
ogy on X to the Scott topology on D iff f is continuous from the
Lawson topology on X to the Scott topology on D. We denote the
family of these maps by [X — D).

3. If X € AC(A*) is a finite antichain and D is bounded complete, then
[X — D] ~ DXl is a bounded complete domain, since BCD is closed
under products.

Proposition 3. Let D be a bounded complete domain, and let X €
AC(A™®), where A is a finite alphabet. Then X <Y € AC(A™®) implies
there is an embedding-projection pair

f=forx: [X = D]—=[Y—=D]; g—g:[Y—D]—[X— D,
where wx: Y — X is the projection mapping and g(x) = inf g(Y N1x).

Proof. Given f: X — D, fornx:Y — D is well-defined because X <Y,
and it is continuous because it is a composition of continuous maps.

On the other hand, given g: Y — D, we first recall Py (D) = ({C C
D | B # C Scott compact}, D) denotes the upper power domain over
D, and that D bounded complete implies inf: Py (D) — D is a Soctt-
continuous retraction (cf. [19]). Then we define g: |Y — Py (D) by g(s) =
1Tpg(TsNY). This is well-defined since s € |Y implies 1sNY # () is Lawson,



hence Scott compact, and the Scott continuity of g implies g(tsNY') is
Scott compact as well.

If s < 't, then obviously g(TsNY) 2 g(1tNY), so g is monotone. For
continuity, suppose that S C |Y is directed, and let ¢ = sup S in |Y.
Then g(s) 2 g(t) by monotonicity. Conversely, suppose x € g(s) for each
s € S. Then for each s € S, there is some ys; € 1sNY with g(y,) < . Since
Y is compact, {ys}scs has a limit point y € Y, and since {tsNY | s € S}
is a filter base of compact sets, it follows that y € TsNY for each s € S.
Thus y € 1tNY, and then g(t) < z. It follows that g(t) = sup,cg7(s), so
g: 1Y = Py(D) by g(s) = Tpg(tsNY) is Scott continuous.

Now, inf: Py (D) — D is Scott continuous, and X <Y implies X C
1Y, sog: X — D by g(z) = infg(z) is Scott continuous.

Now, given f: X — D,

fomx(x) = inf f(Y N1z) = inf f(z) = f(x)

since X <Y and X an antichain imply 7x (Y Ntz) = z.
Conversely, if g: Y — D and y € Y, then

gomx(y) =infg(Y Ntrx(y)) < g(y). O

Notation:

— In the following, we let €D yeac(a)[X — D] denote the disjoint sum
of the domains [X — D], as X ranges over AC(A>).

— Given f € @xcac(ax)X — D], we let Xy = dom(f). Then f €
[X — D] iff X = X;.

— We order @ y¢ sc(a0)[X = D] by

f<g it Xy<Xjand fomx, <g.

Theorem 3. Let A be a finite alphabet and let D be a bounded complete
domain.

1. If X € AC(A®™>), then [X — D] is a bounded complete domain.
2. @ xecac(a=)X = D] is a bounded complete domain.

Proof. We use Theorems 1 and 2 to prove the results. For 1, Theorem 2
implies 7,(X) € AC(AS") is a finite antichain for each n > 1, and so
[0 (X) — D] ~ DI™ is hounded complete, since BCD has products.
Moreover, the family {[7,(X) — D], f — 7" o f,g — G}m<n is a family
of bounded complete domains and embeddiing-projection pairs, so it has
a bilimit, which is also a bounded complete domain. To complete the



proof, we show that [X — D] is that bilimit. This is proved if we show
that sup,, fom, = f for each f € [X — D]. If z € X, then

sup f o m,(x) = supinf f(X N 1w, (2)) = inf f(X N1z) = f(z),

the second equality following from part 1) of Theorem 2, and the last
from the fact that x € X € AC(A>).
For part 2), we first show that

f<g iff Xy<Xj,and formy, <g

is a partial order on € xeac(a=)[X — DJ: indeed, it’s clearly reflexive
and transitive. If f < g < f, then X; < X, < Xy, and so Xy = X,
because AC(A*) is partially ordered. Then mx,|x, = idx,. Thus f =
formx, <g=gomx, < f, and theyre equal.

Next, let S € @D xeac(a=)[X — D] be a a directed set. Then Sy =
{Xs | f € S} is a directed family in AC(A*), so it has a least upper
bound, Xy = supg, X. Then {[X; — D] | f € S} together with [X, —
D] is a cone in @y, AC( Aoo)[X — D], using the embedding-projection
pairs between [X; — D] and [X; — D] if f < g € S, and between
[X¢ — D] and [Xg — D] for each X; € Sp. An argument similar to
the one in the first part of the proof shows that supxcg, fo mx = f for
each f € [Xg — D], which implies this is a limit cone. This implies that
[Xo = D] = limfes[ Xy — D]. Then (f)fes € I fes[ Xy — D] determines
a unique point h € limyes[Xy — D] = [Xo — D]. Thus, nx,(h) = f for
each f € §,s0 f < h for each f € S. Likewise, if f < g for each f € S,
then 7x,(g) = f for each f € S, and so mx,(g) = h by the definition of
the limit. Hence h = sup S. So, @ xc ac(a=)[X — D] is a depo.

Since [X — D] is a domain for each X € AC(A™), the same is true
of @ xecac(a=)[X — D] —a basis is the family @ xesc(a)[X — B(D)],
where B(D) is any basis for D. And since [X — D] is bounded complete
for each X € AC(A*°) and since AC(A>) itself is bounded complete, the
same holds for @ yc 4o (a0)[X — D]. O

Notation. For a bounded complete domain D, we use O[A* — D] =
Dxc AC( Aoo)[X — D] to denote the family of Lawson continuous maps
from some Lawson-compact antichain X € AC(A>) to D.

Stone duality In modern parlance, Marshall Stone’s seminal result
states that the category of Stone spaces — compact Hausdorff totally
disconnected spaces — and continuous maps is dually equivalent to the



category of Boolean algebras and Boolean algebra maps. The dual equiv-
alence sends a Stone space to the Boolean algebra of its compact-open
subsets; dually, a Boolean algebra is sent to the set of prime ideals, en-
dowed with the hull-kernel topology. This dual equivalence was used to
great effect by Abramsky [1] where he showed how to extract a logic from
a domain constructed using Moggi’s monadic approach, so that the logic
was tailor made for the domain used to build it.

Our approach to Stone duality is somewhat unconventional, but one
that also has been utilized in recent work by Gehrke [8,9]. The idea is to
realize a Stone space as a projective limit of finite spaces, a result which
follows from Stone duality, as we now demonstrate.

Theorem 4 (Stone Duality). Fach Stone space X can be represented
as a projective limit X ~ eraeA Xa, where X, is a finite space. In fact,
each X4 is a partition of X into a finite cover by clopen subsets, and the
projection X — X, maps each point of X to the element of X, containing
it.

We note that a corollary of this result says that it is enough to have
a basis for the family of finite Boolean subalgebras of B(X) in order to
realize X as a projective limit of finite spaces, where by a basis, we mean a
directed family whose union generates all of B(X). The following example
illustrates this point.

Ezxzample 3. Let C' denote the middle third Cantor set from the unit in-
terval. This is Stone space, and so it can be realized as a projective limit
of finite spaces C' ~ im__ C,. But since C' is second countable, we can
define a countable family of finite spaces C}, for which C' ~ l'mn C,. In-
deed, we can use the construction of C' from [0, 1] to define these finite
spaces:

— Cp = [0, 1] is the entire space.
- 1 = {0, %], [%, 1]} is the result of deleting the middle third from [0, 1].

= {0, A B 1)),

Note that C,, has 2" elements — this is the “top down” approach to build-
ing C, as opposed the “bottom up” approach obtained by viewing C' as
the set of maximal elements of the Cantor fan. In categorical parlance,
the approach via Stone duality realizes C as an F-algebra, whereas the



Cantor fan realizes C' as a (final) F-coalgebra, where F' is the functor

that sends a space X to X UX , the disjoint sum of two copies of X.

The Prob monad on Comp It is well known that the family of prob-
ability measures on a compact Hausdorff space is the object level of a
functor which defines a monad on Comp, the category of compact Haus-
dorff spaces and continuous maps. As outlined in [11], this monad gives
rise to several related monads:

— On Comp, it associates to a compact Hausdorff space X the free
barycentric algebra over X, the name deriving from the counit
€: Prob(S) — S which assigns to each measure p on a probabilistic
algebra S its barycenter e(u).

— On the category CompMon of compact monoids and continuous
monoid homomorphisms, Prob gives rise to a monad that assigns to a
compact monoid S the free compact affine monoid over S.

— On the category CompGrp of compact groups and continuous homo-
morphisms, Prob assigns to a compact group G the free compact affine
monoid over G in this case the right adjoint sends a compact affine
monoid to its group of units, as opposed to the inclusion functor,
which is the right adjoint in the first two cases.

If we let SProb(X) denote the family of subprobability measures on a
compact Hausdorff space X, then it’s routine to show that SProb defines
monads in each of the cases just described, where the only change is that
the objects now have a 0 (i.e., they are affine structures with 0-element,
allowing one to define scalar multiples r-x for r € [0, 1] and z € SProb(X),
as well as affine combinations).

There is a further result we need about Prob which relates to its role
as an endofunctor on Comp and its subcategories. The following result is
due to Fedorchuk:

Theorem 5 (Fedorchuk [5]). The functor Prob: Comp — Comp is nor-
mal; in particular, Prob preserves inverse limits.

Remark 2. If we combine this result with the results at the end of Sub-
section 2.1, then we see that the family of probability measures supported
on a Lawson-compact antichain X in A®° can be written as the inverse
limit of the measures supported on finite subsets 7, (X); this follows from
our having shown that X = sup,, 7,(X) and the fact (quoted from [19])
that the Lawson topology on the family of antichains is the same as the
Vietoris topology, which coincides with the topology used to form the
inverse limit.



3.2 A Motivating Example

The following example is from Section 3 of [20].

Definition 1. A probabilistic automaton is a tuple (S, A, qo, D) where S
s a finite set of states, A a finite set of actions, qo € S a start state, and
D C S x Prob(A x S) a transition relation that assigns to each state sy a
probability distribution ) 4. 57 (so,(a,s))9(a,s) 0N A X S.

If we start such an automaton in its start state — which amounts to
assigning it the starting distribution d,4,, and then follow the automaton
as it evolves, then we see a sequence of global trace distributions that
describe the step-by-step evolution of the automaton:

1. g,

2. Z(al,sl cAxS (qo,(a1781))5¢Z0a1817
3. Z(al,sl)eAXST(q07ah$1 (Z(az,sz cAxS (517(‘12752))5‘1011151(1252)

If we strip away the probabilities, we have a nondeterministic finite state
automaton (albeit one without final states), and the resulting automa-
ton generates a language that is a subset of (S x A)°°. This automaton
generates the sequence

{QO}v {(QO81611 | T(qo,(s1,a1)) 7& 0}7 {QO81G182<12 | T(q0,(s1,a1))7 T (s1,(az2,52)) 7& 0} ceee

Note that the sequence of sets of states this automaton generates is a fam-
ily of finite antichains, which we showed in Section 2 is a Scott subdomain
of Po((S x A)*) under the Egli-Milner order. Moreover, the projections
Tmn s (S X A)<" — (8 x A)S™ for m < n map the antichain of possible
states at the n'" stage to those at the m'™ stage, by truncation.

Since Prob is a monad on Comp, the mappings 7, lift to map-
pings Prob(m,,): Prob((S x A)S") — Prob((S x A)S™). Using the
mappings Tmm+1, we see that each succeeding distribution is pro-
jected onto the previous distribution. For example, the second distri-
bution ) a1,51)AxS T(go0,(a1,51))Oqoars; collapses to gy, and the third dis-
tribution i(al,sl)eAxS T(Qo,(al,sl))(Z(aQ,SQ)eAxS T(s1,(a2,52))Oqoars1azss) COk-
lapses to the second. Thus, Prob lifts the order on AC((S x A)*°) to
Prob(AC((S x A)*)), and it is this order we will use in defining the order
on the family of thin probability measures, and eventually on the domain
of continuous random variables over a bounded complete domain. We now
make this observation precise.



3.3 A Bounded Complete Domain of Thin Measures

The following form the main results from [20]; they appear in Sections 4
and 5.

Definition 2. IfY is a compact Hausdorff space and X CY is a compact
subspace of Y, then for u € Prob(Y), then we say p has full support on X
if supppp = X. We denote by Prob'(X) the family of i € Prob(Y) having
full support on X.

Definition 3. For a finite alphabet A, we define OProb(A>®) =
@XeAC(AOO) Prob'(X) to be the direct sum of the family of proba-
bility measures in Prob' (X) as X ranges over AC(A™®). These are
the thin probability measures on A°°, those that are fully supported
on Lawson-compact antichains in A*>. We order @Prob(A®) by p <

v iff Ty supp ) (V) = 1

The result summarizes a series of results from [20] about the structure
of ©Prob(A*).

Proposition 4. Let A be a finite alphabet and let AC(A>°) be the family
of Lawson-compact antichains in A*°. Then:

1. If f: X =Y is a continuous map between compacta, then f(u) = v

implies f(supp p) = suppv.

The family (©Prob(A>), <) is a decpo.

3. The mapping supp: ©Prob(A>®) — AC(A>) sending each measure [
to its support in the Lawson topology is Scott continuous.

4. If n € OProb(A*®) and F C A* is finite with mp(suppp) = F, then
mr(p) < p in Prob(X).

o

Theorem 6. If A is a finite alphabet, then ©Prob(A>) is a bounded
complete algebraic domain.

n-ary Probabilistic Choice Algebras In [10], the authors define coin
algebras as domains P that have a continuous operation +: [0,1] x P X
P — P satisfying x < o +,  and  +1 y and = +¢ y are independent of
their second and first arguments, respectively. They also show that their
family of continuous random variables over a domain X are free coin
algebras. We now define a similar class of algebras and prove a similar
freeness result.



Definition 4. For n > 0, let A, = {(r1,...,m) € [0,1]" | >, m = 1}.
An n-ary probabilistic algebra is a domain P that supports an operation
+n: Ay X P" — P satisfying the properties:

1. +n((riy .o oyrn), (P1y -+ - s0n)) = Zign ripi: Ap X P™ — P is Scott con-
tinuous, and

2. For each i < mn, if (r1,...,rn) € A, and r; = 0, then (p1,...,pn) —
ngn ripj is independent of its ith input.

For A ={ay,...,an}, define 4+, on Ap x P ycac(ar) Probf(X) as follows:

— Given 1, ..., pin € @xeac(an Prob!(X), let S = Max(U;<,, supp p:),
and for x € supp u;, let S(z) =tz NS.

— I = ZIESuppm r40z, then  define qbasi (17) =
ZxESupp i % Z:yES(SL‘) Oya, -
— Then define

tn: Aux @ Probf(X)— @5 Probl(X) by

X€EAC(A*) X€AC(A*)
A ((rn )y (s ) = Y i ().
i<n

Proposition 5. If A= {a, ... ,a,} is a finite alphabet, then © Prob(A>)
is an n-ary probabilistic algebra under the continuous extension of the
operation given above to all of ©Prob(A>).

Theorem 7. If P is an n-ary probabilistic algebra and A is a finite al-
phabet with |A| = n, then given any monotone map f: A% — P, there is
a unique continuous map F: ©@Prob(A>) — P satisfying F(>_,, Tijti) =
Zign Tlf(:ul) .

4 Continuous random variables

Recall that a random variable is a measurable function f: (X, Xyx) —
(Y, Xy ), where X'x and Xy are o-algebras on X and Y, respectively,
where f is measurable iff f~1(A) € Yx for each A € Zy. If X and YV
have topologies that are used to generate X'x and Xy, then these algebras
are called Borel o-algebras. We are interested in the case that X and Y
arise from coherent domains, and the X'x and Xy are the Borel algebras
generated by the Scott topologies. We note that these are the same as
the Borel algebras generated by the Lawson topologies.



If f: X — Y is continuous with respect to topologies on X and Y,
respectively, and if the o-algebras X'y and Xy are the Borel algebras for
these topologies, then f is measurable. In our setting, the topologies will
either be the Scott- or Lawson topologies X and Y inherit from their
ambient domains, but the o-algebras they generate are the same.

Definition 5. Let A be a finite alphabet, and let X € AC(A™®) be a
Lawson-compact antichain. If D is a bounded complete domain, we let
[X = D] ={f: X = D | f Lawson continuous}, where we endow X with
the Lawson topology inherited from A* and D with its Scott topology. We
let
ORVa~(D)= P  Prob'(X) x [X — D]
XEAC(A®)

endowed with the partial order

(w f) < (v,g) iff x(v)=p& fO7TX|suppV <g.

Theorem 8. If A is a finite alphabet and D is a bounded complete do-
main, then @RV g« (D) is a bounded complete domain where

(1 f) < (v,9) iff w<wv,supppC A* finite, and
f o Tsupp u(x) K g(z) (Vo € suppr).

Proof. (Sketch) We know from Theorem 6 that ©Prob(A*) is a bounded
complete algebraic domain in the indicated order, and Proposition 4
shows that u < v iff 7p(u) < p for each u € Prob'(X), for each
X € AC(A®). Further, Theorerm 3 implies ©[A* — D] is bounded
complete with [X — D] < [Y — D] iff X <Y € AC(A*). Then the
product OProb(A*) x ©[A>* — D] is bounded complete. Thus, a directed
set S € ORV (D) has a supremum in @Prob(A*) x O[A* — D] of the
form (u, f) where supppu = X and f € [X — D] by the proof of Theo-
rem 3, S0 (i, f) € @RV g (D), showing @RV 4 (D) is directed complete.
The facts that ©OProb(A4*) x O[A>* — D], as well as each of its fac-
tors are bounded complete domains imply the same is true of the family
ORV 4 (D). 0

4.1 Adding structure to @RV 4o (D)

We want to show that © RV 4o (D) is the object level of a monad, but to do
that, we need some algebraic structure on this family. We start by noting
that, for a finite alphabet A, the concatenation operation -: A x A® —



A is continuous with respect to the Lawson topology; in fact, (A%, -)
is the free compact monoid over A with this topology (this is an easy
exercise, beginning with the observation that {s} is open in the Lawson
topology for any finite word s, since A is finite, and using the fact that
concatenation is monotone in the second argument). But concatenation
is not monotone: s < t does not imply s-w < t-w. A way around this is to
avoid words that compare — this is the reason we have been focusing on
measures supported on Lawson-compact antichains, since concatenation
is monotone on such subsets.

Next, we can apply the probability monad Prob: CompMon —
CompMon on compact Hausdorff monoids, and concatenation lifts to
convolution of measures: (u,v) — p* v: OProb(A®) x OProb(A>®) —
OProb(A>) which makes (OProb(A>),*) a compact monoid (the iden-
tity is d(), point mass over the empty word):

Proposition 6. Let A be a finite alphabet, then convolution
x: OProb(A>®) x @Prob(A>) — @Prob(A>) is Lawson continuous.

Proof. Since the support of each measure is an antichain, and since con-
volution is Lawson continuous, it also is monotone. Thus, the only issue
is whether p * v is supported on a Lawson-compact antichain if y and v
are. But from [11], we know that supp p * v = supp u - supp v, where we
are extending the concatenation operation to subsets of A°°. On any com-
pact monoid, this is a well-defined, continuous operation, and if supp p
and supp v are antichains, then so is supp - supp v: if x, 2’ € supp p and
y,y € suppv, then z and z’ are incomparable, and so are y and y’. But
then x -y is incomparable with 2/ - ¢/: if z -y < 2’ - ¢/, then & < 2/ - ¢/.
Since x £ x/, this means there is some w with 2’ - w = z, which implies
z' < x, a contradiction. O

FEzxzample 4. Since convolution is Lawson continuous, it might be tempt-
ing to assume that it is also monotone, and hence Scott continuous when
restricted to antichains. This is not the case. For example, if s,t € A*
satisfy s < t, and if we choose u € A* with su £ tu, then we have
an example where concatenation -: A® x A* — A% is not mono-
tone — namely, at (s,u) < (t,u) € A% x A*°. This example lifts to
x: OProb(A>) x OProb(A®) — OProb(A™) via *(ds,0,) = 0, and
*(0¢, 0y) = Opus.-

We will revisit this example when examine the nature of the monad
structure on @RV 4 (D) for a bounded complete domain D in Example 5.

For the next result, we recall the notation used in Proposition 5. If
W1y s fbn € OProb(A*), then



— 8 = Max(U,,, supp i), let S; = tsuppp; NS, and for x € supp u;,
let S(z) =1zNS.

- (bgl (IU’Z) = Zx€supp i st((;))| zyGS(w) 6yai’
Theorem 9. Let A = {ay, -+ ,a,} be a finite alphabet, and let D be

a bounded complete domain. Then ORV (D) is an n-ary probabilistic
algebra where

Z ri(/‘i) fz) = <Z 7“z'¢i- (,uz)a Uzgnfl o 7"'st1ppm|.§:'l~) .

i<n

Proof. From Proposition 5 we know @Prob(A*) is an n-ary probabilistic
algebra using the definition above for the first component. The proof of
Proposition 6 shows that the concatenation of antichains is an antichain.
In particular, if Xq,...,X, € AC(A*), then ¢§1(X1),...,¢,§n(Xn) is a
family of pairwise disjoint antichains by construction. This implies the

function J; fi © Tsupp wils; : U; ¢i(Xi) — D is well-defined and it’s contin-
uous because the f;’s and the 7gupp,,|s;’s are. The proof of the rest is
routine. O

4.2 Towards a monad

Following the development in [10], the results we have established allow
us to show that @RV (D) is the object map of a monad.

Theorem 10. If A is a finite alphabet, the D — ©ORV 400 (D) is the object
map of a monad.

Proof. We define the unit of the monad by np: D — ©ORV4e(D) by
np(x) = (6¢y, Xx), where x,(()) = x, and () denotes the empty word.

For h: D — ORVs~(E) with E a bounded complete domain, the
definition of h': ORV (D) — ORV 4 (E) is more complicated. We
define h' on the basis (3, 7is;, f), where {s; | i < n} C A* is a finite
antichain and f: {s; | i < n} — B(D), a basis for D, and then extend by
continuity.

We begin by noting that h: D — @RV~ (FE) means h(x) = (pg, fz),
so using 71 and m, to denote the obvious projections to €Dy sc (s (X)
and to [X — EJ, respectively, we can write h(x) = (71 o h(x), w3 o h(x)).
Then we can define the mapping h': ORV4+(D) — ORV 4 (E) by

Wi (p, ) =0T ) rxax,f>=< > Tx(éx*(mohOf)(w)),g>,

TESUPP [ TESUpp U



where * denotes convolution and g: U, equpp , - SUPP(m10ho f)(2) = E
is g(x-y) = (meoho f)(x)(y); this makes sense because x € supp p implies
f(z) € D, which in turn implies (ma0ho f)(z) € [supp(moho f)(z) — EJ,
and y € supp(m; o ho f)(x).

Note that (7w o h o f)(x) is a thin probability measure on A, so
its support is an antichain. It follows from Proposition 6 that supp d, *
(mp o ho f)(z) is an antichain for each x € supp p, and since supp p is an
antichain, it follows that > .0, 7x (0z * (11 0 koo f)(z)) is one as well.
Hence 71 (h'(u, f)) is a thin probability measure on A,

By definition (w0 ho f)(z) € [supp(m oho f)(x) — E] is continuous,
and since U, cqupp @ - SUpp(m1 0 ho f)(x) is a union of pairwise disjont
compact antichains in A%, it follows that mo(h'(p, f)) = g: Uz esuppp @
supp(my o ho f)(x) — E is continuous.

We now prove h — h' satisfies the monad laws:

= idoRv 4o (D):

b f)=( Y mlex(monpof),(maompo f))

xTESUPP U

TESUpp U
htonp = h:
W onp(x) = h(8(y, Xa) = (8() * (T1 0 h o Xa), ™2 0 Xa)
= ((m1 0 h)(), (w2 0 h)(z)) = h(z)
kT o ht = (kT o h)T: We assume k: E — ORV 4 (F). Then
Klohl(u, f)=k'( Y re(@ux(mohof)(@)),(m20ho f)(x))

TESUPp U

= kT( Z rm(éw * (:uhof)(x))vg(hof)(x))

TESUPp U

Assuming fi(pof) (@) = EyESupp (o) ) 540y, we can rewrite this as

k"o ht(u, f) = ET( Z 720z * ( Z $y0y)), 9(hof)(x))

TESUPD K YESUDPD Lho f)(z)
=( Z Z T8y0g * Gy % (M1 0 k © Ghof)(2)(Y)),
TESUPP U YESUPP U(hof)(z)
720k 0 g(hof)(x) (¥)) (2)



where throughout we rewrite 71 0 k © g(rof)(2) = Fkogiho ) (x) and my o ko
I(hof) (@) = Ikeg(hos) ()"
Starting on the other end, we find

(KT o h)T (i, ) = ( Z r4(0y % (w0 kT o ho f)(x)), (ma 0 kT o ho f)(z))
TESUpp U

= ( Z T2 (0 * [t (hof)(2)))s Ikt ((hof)(2)))- (3)

TESUPp U

Now,

K ((ho £)(@) = k' (o) @) Ihopy@) =K (Y S0y, I(hof)(a))
YESUPP U(hof)(x)

= Y Sy0y * (11 0k © Gihofy(@)(¥))s T2 0 k © Gihof) () (Y))
YESUDPD L(hof)(x)

Substituting this last in Equation 2 then yields Equation 3, which proves
the result. ad

Ezxample 5. The observant reader will have noticed two things: first, we
haven’t said on what category the construction D +— @RV 4 (D) forms
a monad, and second, we haven’t shown that the Kleisli extension Al
is Scott continuous. The fact is that the second is not true, as we now
demonstrate, and this implies that the construction is not a monad on
any category of domains and Scott continuous maps.

Consider two elements s,t € A* from Example 4 with s < t and the
element v € A* with su € tu. Then 65 < 0; € OProb(A>). We take
D = A%, and let h: A — ORV = (A%®) by h(w) = (dy,tw), where
tg: {x} — A is the inclusion of x € A into A*. Finally, let f: {s} —
A and g: {t} — A satisfy f(s) = g(t) = u. Then, (s, f) < (d,9) €
ORV 45 (A>) and our definition of AT implies

T ohT (0, f) =6y and w1 0 h (6, g) = .
But s < t and our choice of u imply su £ tu, which in turn implies
™ o hT((SSa f) = sy g Oty = m1 0 hT(5t79)7

from which it follows that hf(ds, f) £ ht(d,g), so hf: ORV 4 (A®) —
ORV 4 (A°) is not monotone, hence not Scott continuous.



4.3 Relation to the results of Goubault-Larrecq and Varacca

This paper and [20] were inspired by the work of Goubault-Larrecq and
Varacca in [10]. Our goal has been to understand their approach in terms
of domain-theoretic constructions, and to reveal in more detail what is
taking place. While their presentation is necessarily sparse (given the lim-
itations of a conference submission), we have taken more time to develop
the approach in detail. We also have chosen a more general setting —
instead of focusing on the case of the Cantor fan, we have developed our
results assuming we are working over an arbitrary finite alphabet. Nev-
ertheless, our results subsume theirs for A = {0,1}, which is to say our
construction yields their construction in the case A = {0,1}. The proof
of this relies on checking that our constructions agree with theirs in the
case of the bases for ©Prob({0,1}") and of € xc sc(j0,130)[X — D], for
D a bounded complete domain. This is a routine check to carry out. Of
course, the main consequence is that there is a flaw in their work. Our
example above applies equally in their setting, so their construction is not
a monad over BCD.

5 Summary and Future Work

In this paper and in [20] we have presented a reconstruction of the model
of continuous random variables over bounded complete domains first de-
vised by Goubault-Larrecq and Varraca in [10]. We also have extended
the results to apply to an arbitrary finite alphabet, instead of limiting
the focus to the case A = {0,1}. Our motivation is a more general de-
velopment that would be directly applicable to settings such as process
calculi over finite alphabets, where one wants to add probabilistic choice
to an existing model. Our main contributions are the clarification that
the structure of the model relies fundamentally on the family of Lawson-
compact antichains in the domain A°°. We have also shown that the
monad construction does not lie within BCD — or any category of do-
mains and Scott-continuous maps. We leave as an open problem how to
repair this problem — we believe a new idea is needed, since the internal
monoid structure on A% using concatenation is not a monotone oper-
ation, and so the convolution operation it induces on Prob(A>) is not
monotone either.

Nevertheless, the proof that the monad laws hold — a proof essen-
tially taken from [10] — is valid, so there is a monad. The question is
what category it is on. We believe the right category here is one involv-
ing monoids and their probability measures, and continuous maps into



(bounded complete) domains. But how to make sense of this for compu-
tational applications is not clear to us. We also remain intrigued by the
construction of the monad, which uses convolution in a way we have not
seen before — the second component in the convolved product is parame-
terized by the first; we’d like to understand this better. This is one reason
we believe the probability monad Prob on monoids is at play here, but
we do not understand exactly how.

Another problem we are interested in exploring is the relation be-
tween automata with discrete state spaces and those with continuous
state spaces, e.g., the unit interval. We believe there is a role for the
models described here in understanding such systems. As pointed out by
one of the anonymous referees, this idea is potentially related to the ap-
proximation of labelled Markov processes over continuous state spaces by
ones with finite state space, as explored in [6].
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